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ABSTRACT

In this paper the size-biased Poisson Janardarbdisdn (SBPJD) is introduced. The probabilitytdisution of
size-biased Poisson Janardan distribution is obdainy considering size-biased form of the Poisssirilblution and
Janardan distribution without its size-biased foBome of its basic properties are derived andfiusd that size-biased
Poisson Lindley distribution given by Srivastaval amd Adhikari, is a special case of the size-lid2eisson Janardan
distribution. The equations of the method of momantl maximum likelihood estimators are obtainedfital the

estimators of the parameters of the size-biasessBoiJanardan distribution.
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1. INTRODUCTION

0
Shanker (2013) obtained the two parameter Janadisribution that is the mixture of exponenti%l—j and
a

o
gamma( 2, —j distributions with the following probability disbiution function (pdf)
a

62 -y
f(x;6,a)= Al+ax)e e, x>0, 6>0a>0.
a\d+a (1.1)
Lindley (1958) introduced a one parameter distidruhamed Lindley distribution with pdf
92
f(x8)=—"—@1+x}e®, x>0 6>0.
6+1 (1.2)
It can be seen that f&f = 1, the Janardan distribution (1.1) is becomes Lindistribution (1.2).
Shanker et al (2014) obtained the discrete Poidanardan distribution (PJD) as
2 X
o a a\l+ax
f(x;6,a)= 1+(—2) ,  x=012...;, 8>0,a>0.
O+a) \O+a O+a (1.3)

Ford = 1, the PJD in (1.3) is becomes the Poisson Lindisyibution (PLD) introduced by Sankaran (1970).
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The pdf of size-biased Poisson distribution (SBRD)

x-1
A , x=123..... A>0.

Plcd)=e (x—1) (1.4)

Adhikari and Srivastava (2013) introduced the $iBesed Poisson Lindley distribution (SBPLD) which i
obtained by considering the size-biased Poissanilmifion with Lindley distribution without consideg its size-biased
form. Then the pdf of SBPLD

2

f(x 6)= (x+6+1), x=123...; 8>0.

(1+ 9)x+2 (1'5)

Adhikari and Srivastava (2014) proposed Poissoe-isiased Lindley distribution (PSBLD) consideringigdon
without its size-biased version and size-biasedivarof Lindley. Ghitany and Al-Mutairi (2008) proged the size-biased
Poisson Lindley distribution which is obtained mnsidering the size-biased version of Poisson ewdiistribution. They

discussed the estimation methods for the size-thiBsésson Lindley distribution and its applicatiamsreal data sets.

Suppose that the original values of x comes frodis&ribution with pdf fo (X) and the values of x recorded
according to a probability re-weighted by a weifyhction W(X) > 0, then the pdf of x

f(x)=%fo(x)

Rao (1965) introduced this type of distributionsl aamed them weighted distributions. FW(X) = X, is called

size-biased or length-biased distribution. Patd &=o (1978) showed that the size-biased distobatoccur in a usual
way in many sampling problems. Patil and Ord (19¥i5¢ussed size-biased and related weighted diitiis in sampling

procedures. Patil and Rao (1977) discussed thécafiphs of size-biased distributions in real-{if@blems.
2. SIZE-BIASED POISSON JANARDAN DISTRIBUTION (SBPJD)

Suppose thatl of the size biased Poisson distribution in (1.4)pfes the Janardan distribution in (1.1). Then the

mixture of size-biased Poisson and two parameterdan distributions is obtained as

f(x;6,a)= j P(x;A)f (1;8,a)dA.

2 X 2
f(x;0,a)= 9 T 11+ 2% x=123.... 6>0a>0. 2.1)
a(0+a2) 6+a 6+a

The size-biased Poisson Janardan distribution (BBRJ (2.1) is reduces to size-biased Poisson leyndl
distribution (SBPLD) in (1.5).
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Figure 1: Plot of Pdf SBPLD Fora =2& 6 = 1,28.
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Figure 2: Plot of pdf SBPLD Fora = 05138& 6 =1.

From Figure 1 & 2 it can be seen that the SBPJPositively skewed. Figure 1 shows that for fix \ealof
a = 2and @ =8the pdf has high peaked with longer right tail 4md & =1& 2 the pdf is going to be flatter. Figure 2
shows that for fix value o =1& a = 05the pdf is high peaked with longer right tail amd & = 3& 8the pdf is
going to be flatter. Moreover fa =1the pdf is SBPLD.

Table 1: The Moments of the SBPJD and SBPLD

Measures SBPJD SBPLD (For a =1In SBPJD)
p L. alo+2a) 6% +20+2
! 6l +a?) 0(6+1)
, 6°(6+0a?)+360(6+20°)+ 2a%(6 +30?) 0% +46° +809+6
He g(g+a?) g2 (6+1)
6°0+a?)+70%al6+2a%)+1200% (0 +302)+ | ,
. 0" +86° +260° +420+ 24
Ho 6a(0+4a°) g°(6+1)
6*(6+a?)
6*(6+a?)+156°%a(6 + 2a%)+506%a%(6 +3a%)+ | 6° +166* +806° + 21062 +
Hy | 6060°(6+4a?)+ 240 (0 +5a7) 2640 +120
6*(6+a?) 6*(6+1)
, Ga +6°a” +36°a® + 46a* + 260a° + 2a° 6° +46° +60+2
’ g9+ a?) (9 +1)
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Table 1 shows the first four moments, mean, vagad of the SBPJD and SBPLD
Some more properties of the size-biased Poissardam distribution are
i. Since
2 _ 6* +20°a? + 8*a’ - 6°a’* - 46a* - 2a°
6? (6?+cr2)2 2.2)

It follows from (2.2) thatt/ <=> o?for different values ofr & @, that means SBPJD is over-dispersed/equi-
dispersed/under-dispersed for different valuesras: &.

Table 2: Dispersion of the SBPJD

H-o’ H-o’
Fora =1 Ford=1
6 = 005 | -798.0930 a=0 1
6=05 -6.5556 | a =0.0001| -0.9999
6=1 -0.7500 | a = 0001 | -0.9999
=15 0.4311 a = 0005 | -0.9999
6=2 0.6111 a =05 -0.6
6=8 0.9811 a=2 -1.8
6=10 0.9883 a =10 -2.93
6=15 0.9950
=20 0.9973
6 =100 | 0.9999L 1

From the Table 2 it is observed that for fix valfe =1, the SBPJD is over-dispersed as the valuédif

increasing but the SBPJD is under-dispersed avahe offis decreasing. For fix value =1, as the value of?

increases the SBPJD is under-dispersed and therdrobulispersion increase as well. Therefore it banseen that for

6 =100a =1andd =1 a =0, the SBPJD is qui-dispersed.

ii. Since

f(x+16,a) _ a (1+ a’ j

: 9+ +a+a?
f(x;8,a) O+al O+a+a’x 23
It can be seen that eq(2.3) is a decreasing fumatic, ......... f(X; 5) is log concave. Therefore the SBPJD is
unimodal,
The mode of the SBPJD is
1 6+a
mode = - -—
In
6+a (2.4)
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For a =1it becomes the mode of the SBPLD.
3. METHOD OF MOMENTS (MOM)

Let a random sample of size n from SBPJD with gdf), the MOM estimates of th@ & @ are respectively

52—[(X—l)az—a]+\/(i—1)az—a_+8a3(i—1) o1
2(x -1) ’ ' 2.5)
6a* +66a° +0(2-b+0)a® +36°a-6*(b-1)=0 2.6)

X
b: i=1

Where 2

4. METHOD OF MAXIMUM LIKELIHOOD ESTIMATOR (MLE)

Let a random sample of size n from SBPJD with gdf), the ML estimates of thd & a are respectively

;Xi_ n n 1

2
TS 2 2 2. =0
6 OG+a° O+a O+a FO+a+ax
i 2.7)
n_ 2na z‘xi Z‘X‘ n N1+ 2ax
_ _i=1 +Il + _ i :O
a 6+a* a O+a O+a FO+a+a’x 28)

The ML estimate ofd and @ are obtained by the solution of the non-linearatigns
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